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#### Abstract

There are approximately $2^{106}$ bent functions in 8 variables, and the known constructions cover only a tiny part of all these functions [9]. However, finding "rare" bent functions, i.e., those which do not arise from generic classes of functions or those of which examples are only a few known, is still a non-trivial problem. In this paper, we give for the first time an example of a non-normal partial spread bent function in 8 variables by analyzing the list of all partial spread bent functions [8], thus solving two open problems by Charpin [4, Open problem 5] and Leander [10, p.17], respectively. Additionally, we show that all partial spread bent functions in $n=8$ variables are either normal or weakly normal. Finally, using evolutionary algorithms, we show that it is possible to construct bent functions which do not belong, up to equivalence, to the Maiorana-McFarland class.


Keywords: Boolean bent function, partial spread class, normality, evolutionary computation.

## 1 Preliminaries

A mapping $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ is called a Boolean function. For $a \in \mathbb{F}_{2}^{n}$, the Walsh transform $\hat{\chi}_{F}: \mathbb{F}_{2}^{n} \rightarrow$ $\mathbb{Z}$ is defined by $\hat{\chi}_{f}(a)=\sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{f(x)+a \cdot x}$, where $a \cdot x=a_{1} x_{1}+\cdots+a_{n} x_{n}$. A Boolean function $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ is called bent if its Walsh transform satisfies $\hat{\chi}_{f}(a)= \pm 2^{n / 2}$ for all $a \in \mathbb{F}_{2}^{n}$.
Definition 1.1. A Boolean function $f$ on $\mathbb{F}_{2}^{n}$ is said to be normal if it is constant on some affine subspace $U$ of $\mathbb{F}_{2}^{n}$ of dimension $\lceil n / 2\rceil$. In this case, $f$ is said to be normal with respect to the affine space $U$. If no such an affine space exists, $f$ is said to be non-normal.

To prove theoretically that a given bent function $f$ on $\mathbb{F}_{2}^{n}$ is non-normal is a very challenging task. Nevertheless, for small values of $n$ (i.e., $n \leq 8$ ), one can check the normality of a given bent function with the help of Algorithm 1.1. With a recursive algorithm suggested in [2, Algorithm 1], several examples of non-normal bent functions in $n=10,12,14$ variables were obtained. For example, the restriction of the Kasami-Welch function $x \in \mathbb{F}_{2^{11}} \mapsto \operatorname{Tr}\left(x^{241}\right)$ to the trace 0 (and trace 1) elements is a non-normal bent function in $n=10$ variables [11, Fact 14]. Note that $n=10$ is the smallest number of variables for which such a bent function is known. Using the direct sum construction, one can construct new non-normal bent functions in an arbitrary number of variables from the known in the following way.

Result 1.2. [10, p. 24] Let $f$ be a Boolean bent function on $\mathbb{F}_{2}^{n}$ and $g$ be a quadratic Boolean bent function on $\mathbb{F}_{2}^{m}$. Then $h(x, y)=f(x)+g(y)$ is normal on $\mathbb{F}_{2}^{n} \times \mathbb{F}_{2}^{m}$ iff $f$ is normal on $\mathbb{F}_{2}^{n}$.

Despite the progress on the normality of bent functions in $n \geq 10$ variables, the following two questions (the first is due Charpin [4, Open problem 5] and the second due Leander [10, p.17]) still remain not answered:

```
Algorithm 1.1. Checking normality (according to [4, Theorem 1]).
Require: Bent function \(f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}\).
    for all subspaces \(V\) of dimension \(n / 2\) do
        Check the following condition: \(f\) is constant on \(b+V\) if and only if
                    \((-1)^{b \cdot v} \hat{\chi}_{f}(v)=\varepsilon 2^{k}\), for all \(v \in V^{\perp}=\left\{u \in \mathbb{F}_{2}^{n}: u \cdot v=0\right.\) for all \(\left.v \in V\right\}\),
        where \(\varepsilon\) is constant, equal either to +1 or -1 .
        Output affine subspaces \(b+V\), on which \(f\) is constant.
    end for
```

1. Do non-normal bent functions of 8 variables and degree 4 exist?
2. Do non-normal bent functions in the $\mathcal{P} \mathcal{S}^{-} \backslash \mathcal{P} \mathcal{S}_{a p}$ class exist?

In the following section, we positively answer both of the mentioned questions by finding among all $\mathcal{P S}$ bent functions in $n=8$ variables [8] a non-normal bent function in $\mathcal{P} \mathcal{S}^{-} \backslash \mathcal{P} \mathcal{S}_{a p}$.

## 2 A non-normal partial spread bent function in eight variables

First, we give a definition of a partial spread and define its canonical representation.
Definition 2.1. A partial spread of order $s$ in $\mathbb{F}_{2}^{n}$ with $n=2 k$ is a set of $s$ vector subspaces $U_{1}, \ldots, U_{s}$ of $\mathbb{F}_{2}^{n}$ of dimension $k$ each, such that $U_{i} \cap U_{j}=\{0\}$ for all $i \neq j$. The partial spread of order $s=2^{k}+1$ in $\mathbb{F}_{2}^{n}$ with $n=2 k$ is called a spread.

Following the notation in [8], for two matrices $A, B \in \mathbb{F}_{2}^{(k, k)}$ s.t. $\operatorname{rank}[A B]=k$, we denote by $[A: B]$ the linear span of the rows of $[A B]$. Let $0_{k}$ and $I_{k}$ denote the all-zero and all-one matrix of order $k$, respectively. Any partial spread of order $s$ is equivalent to one of the form

$$
\begin{equation*}
\mathcal{S}=\{\underbrace{\left[0_{k}: I_{k}\right]}_{U_{1}}, \underbrace{\left[I_{k}: 0_{k}\right]}_{U_{2}}, \underbrace{\left[I_{k}: I_{k}\right]}_{U_{3}}, \underbrace{\left[I_{k}: A_{4}\right]}_{U_{4}}, \ldots, \underbrace{\left[I_{k}: A_{s}\right]}_{U_{s}}\}, \tag{2.1}
\end{equation*}
$$

where $A_{2}\left(=0_{k}\right), A_{3}\left(=I_{k}\right), A_{4}, \ldots, A_{s}$ have the property that $A_{i}-A_{j}$ is invertible for all $2 \leq$ $i<j \leq s$. In the following, we denote by $\mathbb{1}_{U}: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ the indicator function of $U \subseteq \mathbb{F}_{2}^{n}$, i.e., $\mathbb{1}_{U}(x)=1$ if $x \in U$, and 0 otherwise. Let the vector spaces $U_{1}, \ldots, U_{2^{k-1}+1}$ of $\mathbb{F}_{2}^{n}$ form a partial spread in $\mathbb{F}_{2}^{n}$. The partial spread class $\mathcal{P S}$ of bent functions on $\mathbb{F}_{2}^{n}$ is the union of the following two classes [5]: the $\mathcal{P S}^{+}$class is the set of Boolean bent functions of the form $f(x)=\sum_{i=1}^{2^{k-1}+1} \mathbb{1}_{U_{i}}(x)$; the $\mathcal{P} \mathcal{S}^{-}$class is the set of Boolean bent functions of the form $f(x)=\sum_{i=1}^{2^{k-1}} \mathbb{1}_{U_{i}^{*}}(x)$, where $U_{i}^{*}:=U_{i} \backslash\{0\}$. The Desarguesian partial spread class $\mathcal{P} \mathcal{S}_{a p} \subset \mathcal{P} \mathcal{S}^{-}$ is the set of Boolean bent functions $f$ on $\mathbb{F}_{2^{k}} \times \mathbb{F}_{2^{k}}$ of the form $f:(x, y) \in \mathbb{F}_{2^{k}} \times \mathbb{F}_{2^{k}} \mapsto h(x / y)$, where $\frac{x}{0}=0$, for all $x \in \mathbb{F}_{2^{k}}$ and $h: \mathbb{F}_{2^{k}} \rightarrow \mathbb{F}_{2}$ is a balanced Boolean function with $h(0)=0$.

Clearly, every $\mathcal{P} \mathcal{S}^{+}$bent function $f$ on $\mathbb{F}_{2}^{n}$ is normal, since $\left.f\right|_{U_{i}}=1$ for every spread line $U_{i}$. Moreover, all functions in $\mathcal{P} \mathcal{S}_{a p}$ class are normal, since they vanish on the $k$-dimensional subspace $\{0\} \times \mathbb{F}_{2^{k}}$. However, the question about the normality of bent functions in $\mathcal{P} \mathcal{S}^{-} \backslash \mathcal{P} \mathcal{S}_{a p}$, becomes non-trivial since, in this case, one deals with the sets $U_{i}^{*}$, which are not vector subspaces anymore.

Partial spreads on $\mathbb{F}_{2}^{8}$ were completely classified in [8]; the representatives of the corresponding bent functions are available (at the moment of submission of this article) at [7]. Remarkably, there exist 9,316 partial spreads of order 8 on $\mathbb{F}_{2}^{8}$, and each of them gives rise to a partial spread bent function in the $\mathcal{P} \mathcal{S}^{-}$class. Now, we give an example of such a bent function, which is non-normal.

Example 2.2. Let $n=2 k=8$. Let us define invertible $k \times k$-matrices $A_{4}, \ldots, A_{8}$, which, in turn, define the partial spread $\mathcal{S}$ of order $s=8$, given by its canonical representation (2.1):

$$
A_{4}=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right), A_{5}=\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 1
\end{array}\right), A_{6}=\left(\begin{array}{llll}
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right), A_{7}=\left(\begin{array}{cccc}
1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 \\
1 & 0 & 1 & 1
\end{array}\right), A_{8}=\left(\begin{array}{cccc}
1 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right) .
$$

The corresponding bent function $f(x)=\sum_{i=1}^{2^{k-1}} \mathbb{1}_{U_{i}^{*}}(x)$ is in the $\mathcal{P} \mathcal{S}^{-} \backslash \mathcal{P} \mathcal{S}_{a p}$ class (it is the function $\mathrm{psf}=970$ in [7, psf-8.txt]). The ANF of this function is given by:

$$
\begin{aligned}
f(x) & =x_{1}+x_{2}+x_{1} x_{2}+x_{3}+x_{1} x_{3}+x_{2} x_{3}+x_{1} x_{2} x_{3}+x_{4}+x_{1} x_{4}+x_{2} x_{4}+x_{1} x_{2} x_{4}+x_{3} x_{4} \\
& +x_{1} x_{3} x_{4}+x_{2} x_{3} x_{4}+x_{1} x_{2} x_{3} x_{4}+x_{5}+x_{1} x_{5}+x_{1} x_{2} x_{5}+x_{1} x_{3} x_{5}+x_{2} x_{3} x_{5}+x_{4} x_{5}+x_{1} x_{4} x_{5} \\
& +x_{2} x_{4} x_{5}+x_{1} x_{2} x_{4} x_{5}+x_{2} x_{3} x_{4} x_{5}+x_{6}+x_{1} x_{6}+x_{2} x_{6}+x_{3} x_{6}+x_{1} x_{3} x_{6}+x_{2} x_{3} x_{6} \\
& +x_{1} x_{2} x_{3} x_{6}+x_{1} x_{4} x_{6}+x_{1} x_{2} x_{4} x_{6}+x_{3} x_{4} x_{6}+x_{1} x_{3} x_{4} x_{6}+x_{5} x_{6}+x_{2} x_{5} x_{6}+x_{3} x_{5} x_{6} \\
& +x_{2} x_{3} x_{5} x_{6}+x_{4} x_{5} x_{6}+x_{7}+x_{2} x_{7}+x_{1} x_{2} x_{7}+x_{3} x_{7}+x_{2} x_{3} x_{7}+x_{2} x_{4} x_{7}+x_{1} x_{2} x_{4} x_{7} \\
& +x_{1} x_{3} x_{4} x_{7}+x_{2} x_{3} x_{4} x_{7}+x_{5} x_{7}+x_{2} x_{5} x_{7}+x_{1} x_{2} x_{5} x_{7}+x_{3} x_{5} x_{7}+x_{1} x_{3} x_{5} x_{7}+x_{4} x_{5} x_{7} \\
& +x_{1} x_{4} x_{5} x_{7}+x_{2} x_{4} x_{5} x_{7}+x_{6} x_{7}+x_{1} x_{6} x_{7}+x_{2} x_{6} x_{7}+x_{3} x_{6} x_{7}+x_{2} x_{3} x_{6} x_{7}+x_{1} x_{4} x_{6} x_{7} \\
& +x_{5} x_{6} x_{7}+x_{1} x_{5} x_{6} x_{7}+x_{2} x_{5} x_{6} x_{7}+x_{4} x_{5} x_{6} x_{7}+x_{8}+x_{1} x_{8}+x_{1} x_{2} x_{8}+x_{4} x_{8}+x_{1} x_{4} x_{8} \\
& +x_{2} x_{4} x_{8}+x_{3} x_{4} x_{8}+x_{1} x_{3} x_{4} x_{8}+x_{2} x_{3} x_{4} x_{8}+x_{5} x_{8}+x_{1} x_{2} x_{5} x_{8}+x_{4} x_{5} x_{8}+x_{2} x_{4} x_{5} x_{8} \\
& +x_{6} x_{8}+x_{1} x_{6} x_{8}+x_{2} x_{6} x_{8}+x_{1} x_{3} x_{6} x_{8}+x_{4} x_{6} x_{8}+x_{5} x_{6} x_{8}+x_{1} x_{5} x_{6} x_{8}+x_{4} x_{5} x_{6} x_{8} \\
& +x_{7} x_{8}+x_{1} x_{7} x_{8}+x_{2} x_{7} x_{8}+x_{1} x_{2} x_{7} x_{8}+x_{3} x_{7} x_{8}+x_{2} x_{3} x_{7} x_{8}+x_{4} x_{7} x_{8}+x_{5} x_{7} x_{8} \\
& +x_{1} x_{5} x_{7} x_{8}+x_{3} x_{5} x_{7} x_{8}+x_{6} x_{7} x_{8}+x_{1} x_{6} x_{7} x_{8}+x_{3} x_{6} x_{7} x_{8}+x_{5} x_{6} x_{7} x_{8}
\end{aligned}
$$

Using Algorithm 1.1, one can check that this function is non-normal. With this example, we give positive answers to both mentioned questions and also make the following conclusion (we give a short proof for completeness).

Corollary 2.3. Let $f$ be a non-normal bent function on $\mathbb{F}_{2}^{n}$. Then, $n \geq 8$.
Proof. Since $f$ is bent on $\mathbb{F}_{2}^{n}$ and $n \leq 6$, we have that $f$ is either quadratic or cubic (the latter is only possible for $n=6$ ). Every quadratic bent function $f$ on $\mathbb{F}_{2}^{n}$ is normal, see [4, Theorem A.1]. For $n=6$, every cubic bent function is equivalent, up to a nonsingular affine transformation on the variables, to the function $g(x, y)=g\left(x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right)=x \cdot \pi(y)+x_{1} x_{2} x_{3}$, where $\pi$ is a permutation of $\mathbb{F}_{2}^{3}$, see $\left[3\right.$, Proposition 4]. Clearly, $\left.g\right|_{V}=0$ for a vector space $V=\{0\} \times \mathbb{F}_{2}^{3}$, and hence $\left.f\right|_{b+V^{\prime}}=0$ for some affine space $b+V^{\prime}$. With Example 2.2 and Result 1.2, we conclude that non-normal bent functions exist on $\mathbb{F}_{2}^{n}$ for all even $n \geq 8$.

Surprisingly, the function $f(x)$ in Example 2.2 is the only non-normal bent function from the list of all partial spread bent functions [7]. This function is, however, weakly normal, i.e., $f+l$ is normal for a non-zero linear function $l$ on $\mathbb{F}_{2}^{8}$. Indeed, it is possible to verify that for a linear function $l(x)=x_{8}$ and an affine subspace $V=(0,1,0,1,0,0,0,0)+$ $\langle(0,0,1,1,0,0,0,1),(0,0,0,0,1,0,0,1),(0,0,0,0,0,1,0,0),(0,0,0,0,0,0,1,1)\rangle$ the following holds $\left.(f+l)\right|_{V}=1$. With this observation, we make the following conclusion.
Result 2.4. All $\mathcal{P S}$ bent functions in $n=8$ variables are either normal or weakly normal.

## 3 Computational construction methods of bent functions

Aimed to generate more non-normal bent functions and to find the first examples of non-weakly normal bent functions in 8 variables, we use two computational approaches for the generation of large sets of bent functions, based on the cellular automata (CA) and the genetic programming $(G P)$. In the following, we briefly discuss the used approaches and bent functions obtained with their help.

### 3.1 Generating bent functions with CA and GP

Cellular Automata (CA) can be seen as a particular kind of discrete dynamical system equipped with a shift-invariant update function that acts over a regular lattice of cells. When the state set of the cells is a finite field, and the local rule is linear, a cellular automaton can be interpreted as a linear recurring sequence (LRS). The authors of [6] studied families of LRS of order $d$, whose feedback polynomials are pairwise coprime. In this way, it is possible to define a partial spread by considering the projection of the LRS onto their first $2 d$ coordinates. Such families exist only when the degree of the feedback polynomials is either 1 or 2 . The former case corresponds to the Desarguesian spread. For degree 2, the authors of [6] found $273 \mathcal{P S}^{-}$functions of 8 variables, most of which are inequivalent to Maiorana-McFarland and Desarguesian spread-based functions. Therefore, they seem to be good candidates to test for non-normality.

Genetic Programming (GP) is an optimization algorithm loosely inspired by the principles of biological evolution. The underlying idea is to encode a Boolean function $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}$ as a syntactic tree where the leaves represent the input variables, the internal nodes are Boolean operators (such as AND, XOR, NOT, etc.) acting on the inputs received from their children, and the root node gives the output of the function. Therefore, one can define the truth table of the function by evaluating the circuit encoded by the tree over all $2^{n}$ input combinations. The GP algorithm randomly initializes a population of trees encoding $n$-variables Boolean functions, then evaluates their fitness, which measures the optimization criterion to optimize. In our case, the fitness function is defined as the nonlinearity of the functions to be maximized. Then, the GP algorithm iteratively evolves the population by applying mutation and crossover operators, which give a new population to be evaluated against the fitness function. The fittest individuals are then carried over to the next iteration. For our problem, we employed the GP algorithm proposed in [12], adopting the same experimental settings and parameters. In particular, the GP algorithm performed 10000 optimization runs, where in each run, a population of 50 trees encoding Boolean functions of 8 variables is evolved for 500000 iterations.

### 3.2 Analysis of generated bent functions

CA. Aimed to analyze whether it is possible to generate non-normal partial spread bent functions using CA, we revised all $273 \mathcal{P S}^{-}$bent functions generated with this approach in [6]. It turned out that all partial spread bent functions constructed with this approach are normal.
Genetic Programming. With this approach, we were able to generate 7,478 different bent functions. Among them, there are 4690 quadratic, 2367 cubic, and 421 of degree 4 . Since all quadratic bent functions and all cubic functions in 8 variables are normal, it is enough to analyze only bent functions of degree 4 . We note that all the generated bent functions of degree 4 turned out to be normal as well, which was reasonable to expect since most of them have only a few monomials of degree 4 . For this reason, and due to the fact that the majority of generated bent functions are quadratic and cubic (and hence are equivalent to the MaioranaMcFarland class), it was essential to check whether these bent functions of degree 4 are equivalent to the Maiorana-McFarland class. Among 421 functions of degree 4, we identified a function inequivalent to a member of the Maiorana-McFarland class (this fact was checked with the corresponding algorithms described in $[1,13]$ ). The ANF of this function is given by

$$
\begin{align*}
g(x) & =1+x_{2}+x_{5}+x_{6}+x_{8}+x_{1} x_{5}+x_{1} x_{7}+x_{1} x_{8}+x_{2} x_{6}+x_{2} x_{7}+x_{3} x_{8}+x_{4} x_{7}  \tag{3.1}\\
& +x_{2} x_{5} x_{8}+x_{1} x_{3} x_{6} x_{7}+x_{2} x_{5} x_{7} x_{8}
\end{align*}
$$

Again, with Algorithm 1.1, one can check that the function $g$ given in (3.1) is normal, since $\left.g\right|_{V}=0$ for the affine subspace $V=(1,1,0,0,0,0,0,0)+\langle(0,0,1,0,0,0,0,0),(0,0,0,1,0,0,0,0)$, $(0,0,0,0,1,0,0,0),(0,0,0,0,0,1,0,0)\rangle$ of dimension 4 .

## 4 Conclusion and open problems

In this paper, we completely analyzed all partial spread bent functions in $n=8$ variables with respect to normality, thus providing the first example of a non-normal bent function in $n=8$ variables. The next essential step is to find (if possible) the examples of non-weakly normal bent functions on $\mathbb{F}_{2}^{8}$, as well as non-weakly normal bent functions in the $\mathcal{P} \mathcal{S}^{-} \backslash \mathcal{P} \mathcal{S}_{a p}$ class; the latter question was essentially asked by Leander in [10, p.17].

Aimed to generate more non-normal bent functions and even to find non-weakly normal ones, we used evolutionary algorithms to construct such functions. Being unable to find such examples (mostly due to the reason that we evolved only non-linearity), we still, however, were able to find bent functions, which, up to equivalence, do not belong to the Maiorana-McFarland class. This finding indicates, that using suitably chosen evolutionary algorithms (e.g., by additionally minimizing the number of flats on which a bent function is affine), it might be possible to construct "rare" bent functions.

Finally, we want to underline that future research on generating new bent functions should be focused on the construction of algorithms 1) generating bent functions outside the known classes with a high probability, 2) generating non-normal bent functions, and 3) generating non-weakly normal bent functions. We believe that based on the analysis of big sets of bent functions not coming from the known analytic constructions, it should be possible to develop generic theoretical construction methods of new families of bent functions.
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