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PARAMETER NOTATIONS

1. n: word size,
2. N : number of words,
3. N; : number of input words for non-linear part, N; < N,

4. N, : number of input words for non-linear part, N, < N,

ot

% € Q : the compression/contraction factor,

6. Nﬂo € Q : the decompression/expansion factor.
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PERMUTATION DEFINITION

For V =3, consider F : VN — VN defined by :
Fi(x) = T(x + B(f (A(x)))), (1)

where
1. k € K, and K is the keyspace with dimp, K > Nn,

2. i : VNis VNo is a nonlinear function,
3. T, an invertible matrix of size N x N over V,
4. A, a full rank matrix of size N; x N over V,

5. B, a full rand matrix of size N, x N over V,

such that
AB' =0 (perpendicularity).

3/14



OVERVIEW OF RESULTS

1. F is invertible even if f is not invertible.

2. Differential and linear cryptanalysis of F reduces to those of f.

N N
Ny’ N;
both differential and linear attacks up to a certain threshold

(to be specified later), and assuming independent keys across

rounds.

3. max{ } is the minimal number of rounds to prevent
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INVERTIBILITY IS EQUIVALENT PERPENDICULARITY

LEmMmA (L1)

The perpendicularity criterion is equivalent to the invertibility of F
even though f may not be invertible.

Proof overview of Lemma L1: Let y = F(x) so that
T ly = x + B'f(Ax). AB' =0 implies AT 1y = Ax. Thus

x = Tty + B'f(Ax)
=T 'y +B'f(AT ).

The inverse of F is
Gly)=T 'y + B'f(AT 1y),

Since the characteristic of the underlying field is two,
(GoF)(x)=(FoG)(x)=x.
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ADDITIONNAL SYMBOLS AND DEFINITIONS

DEFINITION (DIFFERENCE TABLE-DT)

Given a vectorial boolean function g : F§ — g for some d, and a
pair (u,v) € F§ x FY, we denote the entries of the difference table
(hereafter DT) of g by d(u, v) where

6g(u,v) = 2—1d Z 1{g(x+ u) + g(x) = v},

xEng

where 1 denotes the indicator function.

DEFINITION (LINEAR APPROXIMATION TABLE-LAT)

Given a vectorial boolean function g : F§ — g for some d, and a
pair (u,v) € F§ x FY, we denote the entries of the linear
approximation table (hereafter LAT) of g by Ag(u, v) where

>\g U,V 2d Z (vg +u-x)7
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REDUCING CRYPTANALYTIC KNOWLEDGE OF TABLES

THEOREM (T1)

Knowledge of the DT/LAT of f implies complete knowledge of the
DT/LAT of F. We have that

[ 6¢(Aa, RE(a+ T71B)) ifa+ T713 € rowsp(B),
OF (e, f) = { 0 otherwise,

where Rg is the right inverse of B, i.e., BRg is the identity matrix
of size N, x N, over V, and Rg is of size N x N, over V.
Similarly we have that

(o, B) = M(Ra(a+ T'8),B'T'B) ifa+ T'B € rowsp(A),
RSP0 otherwise,

where Ry is the right inverse of A, i.e., AR4 is the identity matrix
of size N; x N; over V, and Ry is of size N x N; over V.
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PROOF OVERVIEW OF THEOREM T'1

By definition,
5r(a, B) = 2LN S 1{F(x+a)+ F(x) = B}
xeVN
Suppose F(x + a) + F(x) = 3, then
B =F(x+a)+ F(x)
= Ta+ TB'(f(Ax + Aa) + f(Ax)),
0
a+ T8 = B'(f(Ax + Aa) + f(Ax)).
Using the right inverse Rg,

5r(a, B) = zi,v S™ 1{F(x+a) + F(x) = B}

xeVN

1
ueVNi
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SOME ADDITIONAL NOTATION

1. ¢ is the number of iterations or rounds
2. x € VN is an arbitrary input

3. k= (ko,...,ki—1) € K% is an independent and identically
distributed sequence of keys from the uniform distribution.

Note that the values of x and k defined the sequence

x = Fi(x) — (Fk1 o Fko)(X) — = (Fk[i1 0---0 Fko)(x).
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NON-TRIVIAL STEP DEFINITION

For arbitrarily chosen « and, possibly arbitrarily chosen 3, consider
the random sequence («;)¢_, with ag = a, ay = /3 and that
satisfies for 0 < i < £ either

aip1 = Fig o0 F(x +aj) + Fgo--- o Fg(x)
or
0=ajt1-F 00 F(x)+ai-x.

DEFINITION (NON-TRIVIAL STEP)

A step (aj, ajy1) is non-trivial if dF, (e, ajr1) = 0 and
df (o, aig1) # 0.
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NON-TRIVIAL SEQUENCE / WALK

DEFINITION (NON-TRIVIAL WALK)
Awalk a =ag — -+ — aj = a, = [ is non-trivial if it contains a
non-trivial step.

- -1 -1
Sequences for which [[; 2, 5Fk,- (i, eiyr) or | 1o )\Fkl_(a,-, ajt1)]
are high are of interest for an attacker.

If a; + T, 1 ¢ rowsp(B) or a; + Ttajy1 ¢ rowsp(A), then a

walk on the space of differentials has probability 0, or a walk in the
space of correlations has probability 0, respectively.
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LOWER BOUND ON THE NUMBER OF ITERATIONS

With
d=m )
" 37X) fk(a,ﬁ),

)= A .
max, £ (a, B)

fLed

THEOREM (T2)

Let £* = max {#, Nﬂo} € Q. If the number £ > 0 of iterations is
such that { > ¢*, then

/—1
H >\Fki (Oé,‘, ai+1) S )\Z* .
i=0

-1
H(?F(a,-,a,-ﬂ) < (56* and
i=0
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PROOF OVERVIEW OF THEOREM T2

Briefly it goes like this:

The matrix B is full rank so dim ker(B) = nN — nN,, and
codim ker(B) = nN,.

The subadditivity of codim for subspaces of a vector space implies
that

1
nN = codim{0} = codim< ﬂ (T_j)tkerB>

j=0
Lw—1 ) Ly—1
<Y codim((T)'kerB) = Y nNo = (nNo)ly.
j=0 j=0
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AN EXAMPLE-A GENERALIZED FEISTEL

Referring to Hoang and Rogaway (2018), for one round of Type-1

Feistel:
1. V =TF%, I and O are respectively the n x n identity and zero
matrices,

2. the 4-tuple input (x1, x2, x3, X4) with x; € V, and non-linear
part f such that f : V — V.

The template matrices :
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